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Outline of Work to be Performed

The primary goal of the research being conducted this summer is to investigate
the role of initial conditions in the development of a two fluid mix driven by Rayleigh-
Taylor instability.  The effects of initial conditions will be studied through the use of
experimental facilities located at the Buoyancy-Driven Mixing Lab at Texas A&M
University and through high resolution direct numerical simulations of the experiment by
the MIRANDA code developed at Lawrence Livermore National Lab.

Experimental Objectives:
1. Analyze the early time development of a two fluid Rayleigh-Taylor driven mix

between two miscible fluids at low Atwood numbers.
2 .  Quantify the initial conditions of the unstably stratified fluids by means of

statistical mixing parameters and spectral analysis of the centerline density
fluctuations.

3. Capture PLIF images of initial development of the flow for use in simulation
setup.  (Wayne Kraft)

4. Determine exactly what component of the experimental mixing data (position
downstream from the splitter plate) most accurately represents the initial
conditions of the experiment.

Simulation Objectives:
1. Perform two dimensional and three dimensional simulations of the experimental

setup.  Analyze the results of these simulations for comparison to the
experimental results.

2. Various methods of implementing the initial conditions in the simulations are to
be investigated.  Some of those methods are:

a. Various simplified density profile assumptions will also be investigated,
such as repeating saw-teeth patterns, etc.  There is also a concern to add
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some degree of randomness to these simplified perturbation profile
assumptions.

b. Convert portions of raw PLIF data to a set of parameterized surfaces that
can be directly input as both two dimensional and three dimensional
surfaces.

c.  Determine and implement a method for directly converting the initial
density spectral data into a density profile that can be implemented in two
and three dimensional simulations.

3.  Quantify the dynamical quantities associated with the evolution equations of
density, kinetic energy, and enstrophy.

Modeling Objectives:
1 .  Perform a similar set of simulations using the artificial diffusion equations

proposed by Oleg Schilling to validate their use.  Results are to be compared to
the experimental and DNS simulations.

2. Perform comparisons between DNS simulations of experiment and the proposed
EZTurbMix models under development by Oleg Schilling.

2.   Experiments Performed

Experiments were performed using a water channel at Texas A&M University to
investigate the effects of initial conditions on the growth of a two fluid turbulent mix
induced by Rayleigh-Taylor instability.1,2,3  A water channel in which a volume of cold
and warm water (∆T≈5°C) flow into a mixing section was used to create an unstable
stratification of a dense fluid above a lighter fluid.  The temperature difference in the
fluids provides the difference in densities by means of thermal expansion.  The volumes
of cold and warm water are initially separated by a thin splitter plate as they flow towards
the mixing section.  The end of the splitter plate is machined to a 2.5° knife-edge and is
followed immediately by a wire mesh screen (35 wires-per-inch).  The wire mesh screen
serves the double purpose of minimizing the development of a boundary layer on the
surface of the splitter plate as well as inducing small initial perturbations on the interface
between the cold and warm fluids.  As the two fluids flow through the channel in time,
the mixing layer develops and grows in height.  By means of the Taylor hypothesis,
distance downstream from the splitter plate can be converted to time by t = x/U, where t
is time in seconds, x is position downstream from the splitter plate in cm, and U is the
mean flow velocity in the x direction in cm/s.

2.1 Thermocouple Experiments

Density measurements were made using an E-type thermocouple with a weld
bead 0.15mm in diameter.  Temperature measurements were recorded at a rate of 50,000
Hz and then averaged over a 10 point window to eliminate noise.  The effect of the time-
averaging reduced the sampling rate to an effective 5000 Hz.  The data was then
converted from temperature measurements to density measurements by an equation of
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state.4  From this density data, measurements of density fluctuations, density spectra, and
mixing parameters were calculated.  Refer to Figure 1 for an image of approximately the
first 30cm of the mixing layer with the thermocouple probe located at the centerline of
the mixture, 10cm from the end of the splitter plate.

Figure 1. Picture of mixing layer (left) developing as cold water (top fluid containing a
dye) and warm water (bottom fluid) come into contact after the end of the splitter plate.
The mean flow velocity is from left to right.  A thermocouple probe was placed in the
mixing layer to make instantaneous density measurements.  The tip of the thermocouple
is located off the left edge of the bottom protrusion.  PLIF image (right) of initial mixing
layer development.  The mean flow of the fluid is from left to right, where the top fluid
contains a fluorescent dye that is illuminated by a laser sheet.

Data was measured at four locations downstream from the splitter plate, which
can be related to four different moments in time.  Density measurements were made at
1mm, 1cm, 5cm, and 10cm downstream.  The downstream locations can be equated to
dimensional time by the Taylor hypothesis and then normalized to form a
nondimensional time of the form:
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where t is time, At is the Atwood number, g is gravity and H is the nominal height
associated with a particular configuration.  For the case of the water channel, H = 30cm,
g = 981 cm/s2, U ≈ 4.3 cm/s.  The first set of data (four downstream locations) was taken
with the water channel in an “as is” state to provide a baseline set of experimental data.
A second set of data was recorded in an attempt to alter the initial density fluctuation
spectrum.  This was accomplished by reconfiguring the cold water inlet plenum so that
oscillations in the outlet of the cold water pipe would be further damped.  Table 1 lists a
summary of the experiments performed.
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# Downstream τ At Diagnostic
1 0.1 cm 0.0038 7.71E-04 Thermocouple
2 1.0 cm 0.0377 7.66E-04 Thermocouple
3 5.0 cm 0.1890 7.71E-04 Thermocouple
4 10.0 cm 0.3800 7.80E-04 Thermocouple

# Downstream τ At Diagnostic
1 0.1 cm 0.0036 7.82E-04 Thermocouple
2 1.0 cm 0.0362 7.77E-04 Thermocouple
3 5.0 cm 0.1752 7.27E-04 Thermocouple
4 10.0 cm 0.3551 7.47E-04 Thermocouple

Summary of Experiments
Baseline Experiments

Modified Experiments

Table 1.  Summary of experiments performed.

2.2 Experimental Results

From the temperature time series, which is converted to a density time series
through an equation of state, it is possible to calculate spectral information relevant to the
fluctuating component of the density time series.  Spectral information was calculated at
all four downstream positions for both the baseline case and the modified case.  Figure 2
shows the spectra for the four locations of the baseline experiment and Figure 3 shows
the spectra for the modified experiments.  All spectra are plotted in wavenumber space
where k is the wavenumber and it is calculated by:

λ
1

==
U

f
k , (2)

where f is the frequency of fluctuating density oscillations and U is the mean convective
velocity.  The wavenumber is equivalent to the inverse of the wavelength of the
oscillation being measured.

It can be seen in the both the baseline and modified experimental spectra that an
inertial subrange develops early in the flow by τ ≈ 0.18.  [Check -5/3 slope, etc.]  The
interesting difference between the two experiments can be seen in the earliest spectra, τ ≈
0.004, where there is a significant drop off in density fluctuations in the low wavenumber
regime.  This reduction is later quantified by the mixing parameter calculations.
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Figure 2. Plots of fluctuating density spectra in wavenumber space for the baseline
experimental data.

With the density measurements recorded, it is useful to calculate the following
mixing parameters4:
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In Equations 3a and 3b, ∆ρ = ρ1 - ρ2 and ρ* is a nondimensional density that is equivalent
to the volume fraction of fluid 1 and is defined:
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Figure 3. Plots of fluctuating density spectra in wavenumber space for the modified
experimental data.  Nondimensional time locations are τ = 0.0036 (top left), τ = 0.0362
(top right), τ = 0.1752 (bottom left) and τ = 0.3551 (bottom right).

Equations 3 and 4 are measures of the turbulent density fluctuations for a miscible two
fluid mixture and an immiscible two fluid mixture respectively.  Equation 5 is used to
determine the degree of molecular mixing between the two fluids, where a value of unity
represents completely molecularly mixed fluids and a value of zero represents completely
unmixed fluids.5,6  The molecular mixing fraction presented here is analogous to the
parameter Ξ presented by Cook and Dimotakis.[Insert Ref]  Figure 4a shows the resulting
values of B0, B2, and θ at the specified measurement locations.

Returning to the difference between the baseline and modified experimental
results, it can be seen that the early time (τ ≈ 0.004) density spectra have a qualitatively
different shape in the low wavenumber regime.  This effect is also noticed in the
difference in the value of B0 at τ ≈ 0.004 which can be seen in Figure 4b.  Alternatively,
the parameter B0 can be defined as the area under the power spectrum curve in
wavenumber space such that:

( )∫
∞

′=
0

0 dkkEB ρ (7)
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With this formulation, it can be seen that a loss of energy in the density fluctuations over
a range of wavenumbers will manifest itself in lowered value of B0.  However, it is still
uncertain as to whether or not this reduced value of B0 plays a significant role in the
development of the mixing layer at later times.

Figure 4a.  (Left; Linear scale) Time evolution of mixing parameters for baseline and
modified experiments.
Figure 4b.  (Right; Log-Log scale)  Time evolution of mixing parameter B0.

3.   Numerical Simulations Performed

To further examine the role of initial conditions in the development of a mixing
layer induced by Rayleigh-Taylor instability, direct numerical simulations (DNS) of the
experiment were conducted using the MIRANDA code developed by A. W. Cook at
LLNL.7,8  All simulations are incompressible, variable density simulations.  A third order,
variable time step Adams-Bashforth-Moulton time-evolution scheme is employed.  All
spatial derivatives in the horizontal directions are computed by means of tenth-order fast
Fourier transforms and tenth-order compact finite-differencing method in the vertical
direction.  Post-processing of the data from was done by the MIRANDA_Analysis
code developed by O. Schilling at LLNL.

It is of primary interest to compare the DNS results of the simulated experiment
with the experimental data to validate the both the statistical and dynamic development of
the simulated mixing layer as well as to investigate the effects that the initial conditions
of the flow impart to this development.  To accomplish this, both statistical parameters
and quantitative analysis of the evolution equations of density, kinetic energy, and
enstrophy will be studied.  Hopefully this will enlighten the differences between two
dimensional and three dimensional simulations beyond the concept of the simple removal
of vortex stretching effects.

The MIRANDA code, in DNS mode, solves the following equations:
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which constitute the continuity, Navier-Stokes, and mass fraction conservation equations
respectively.  The following notation is employed in Equation 8:

ρ Scalar density value, ρ(x, y),
vi Scalar velocity magnitude in the ith direction,
p Scalar pressure value,
mα Local mass fraction of fluid α,
g Gravity, gz = -981 cm/s2,
D Constant Fickian mass diffusivity value.

The viscous stress tensor is defined by the following:
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where µ is the dynamic viscosity of the fluid.
For all simulations, the following values were used: gz = -981 cm/s2, ρ 1 =

998.5986 kg/m3, ρ1 = 997.0479 kg/m3.  The selected densities result in an Atwood
number of At = 7.5×10-4 and At×g = 0.73757 cm/s2.

3.1 Initial Conditions

In the past, extensive research has been conducted to investigate single mode and
multiple mode initial density perturbations of an arbitrary choice, i.e. wave number9,
initial spectrum7,8 or amplitude and phase.10  Also, some effort has been made to initialize
simulations with the initial conditions from experimental data.11  There is a current
interest in using statistical density data to initialize Rayleigh-Taylor simulations.  The
thrust of this research is to investigate alternative methods for implementing the initial
conditions of the flow such that it is possible to use experimental data to directly initialize
the simulation.

The initial perturbation fields for the simulations were created by the function:
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where ζ(x) is the dimensional perturbation field with the units of centimeters.7  In this
case, x represents only the x-direction in the two dimensional simulations and both the x-
and y-directions in the three dimensional simulations.  The parameter of the error
function is normalized by ε which has the units of centimeters and is defined by:

2

thicknesslInterfacia
=ε . (11)

In an attempt to better represent the initial conditions of the experimental data in
the simulations, two different approaches to parameterizing the initial density surface
were investigated.

1. Extracting the density interface profile directly from PLIF images of the early
time development of the flow.

2. Converting fluctuating density spectral information directly to a parameterized
surface.

All parameterization methods were constructed through the use of a Fourier series such
that the new perturbation function is of the form:
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where an and bn determine the shape of the repeating wave form.  The variable λF is the
wavelength of the Fourier decomposed wave or profile in centimeters.  For the case in
which the interface profile is extracted directly from the PLIF images, the Fourier
coefficients can be determined by the equations:
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For the case of a two dimensions density interface perturbation function, ζ(x,y),
no experimental data exists to data describing the density fluctuations in the transverse or
y-direction, so assumptions must be made.  The two dimensional perturbation function
will take the form of the product of a perturbation function in the x-direction and a
perturbation function in the y-direction.  This will allow for the primary perturbation in
the x-direction to dominate and allow for variation of transverse perturbations to be
investigated.  The resulting perturbation function is as follows:
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The variables x and y are defined:
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where i and j are grid point locations.  The need for an Offset variable will be discussed in
Section 3.3.

For the PLIF-based initial conditions sets (parameterization method #1), several
PLIF images were taken and cropped so that only the first 1-3 centimeters of the flow
remained.  Then a Canny type edge detection algorithm was used to determine the shape
of the interface.  This profile was then decomposed to a Fourier series so that the surface
could be parameterized and input into a variety of simulation setups.  A sample of a
cropped PLIF image and resulting interface profile image are shown in Figure 5.

   

Figure 5.  (Left Image) PLIF image taken directly off of the edge of the splitter plate
where the initial instability develops.  The image captures approximately the first 3 cm of
the flow.  (Right Image)  This is the resulting image after a Canny type edge filter was
used to detect the exact location of the density interface.

It was found that parameterized surfaces with λF < Lx impose a periodicity on the flow
that restricts the growth of the mixing layer when the mixing layer height is on the order
of λF.  To counter this effect, a series of randomly chosen profile images were pieced
together with other PLIF images that have been randomly mirrored about either a vertical
or a horizontal axis. These combined PLIF-based profiles increased the “randomness” of
the initial conditions which can be qualitatively seen in the images of the density field at
both early and late times.

For the case of spectral-based initial conditions (parameterization method #2), the
following method was used to calculate the an and bn coefficients:

1. Import raw temperature data.
2. Time average the temperature data and crop it as desired.
3. Convert the temperature data to density data.
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4. Normalize the density data by dividing by ∆ρ and subtracting out the mean to get
ρ′/∆ρ.

5. Transform the data to wavenumber space by means of the FFT algorithm.
6. The resulting set of complex numbers from the Fourier transform become the an

and bn coefficients such that:
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7. All wavenumbers above a specified limit are cropped so to eliminate any effects
due to thermocouple noise and to reduce the size of the input file to a manageable
size.

8 .  The an and b n  coefficients are then scaled so that the RMS value of the
perturbation function ζ matches a similar value RMS value for the PLIF-based
perturbation functions.  (ζrms, 0.1cm = 0.05?, ζrms, 1.0cm = 0.15?)

Refer to Figure 6 for plot of the |an| and |bn| coefficients.

Figure 6.  Scaled and cropped Fourier coefficients from 0.1 cm baseline density data.

3.3   Two Dimensional Simulations

Two dimensional simulations are either of the size (Lx×Lz) 16cm×16cm or
32cm×32 cm, where both were run at a resolution (Nx×Nz) of 1024×1024 grid points.
Figures 8 and 9 show the time evolution of two dimensional mixing layer initialized with
PLIF-based initial conditions and spectral-based initial conditions, respectively.
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Figure 7.  Two dimensional simulation of Rayleigh-Taylor mixing layer using PLIF-
based initial conditions (parameterization method #1).  Images are shown at t = 0 (top
left), t = 2 (top right), t = 4 (middle left), t = 6 (middle right), t = 8 (bottom left), and t =
10 (bottom right).  The simulation was run on ASCI Blue with a grid size of 1024×1024
[16cm×16cm].
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Figure 8.  Two dimensional simulation of Rayleigh-Taylor mixing layer using spectral-
based initial conditions (parameterization method #2).  Images are shown at t = 0 (top
left), t = 2 (top right), t = 4 (middle left), t = 6 (middle right), t = 8 (bottom left), and t =
10 (bottom right).  The simulation was run on ASCI Blue with a grid size of 1024×1024
[16cm×16cm].
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It was observed in the two dimensional spectral-based simulations that different
sections of the flow evolve at slightly different growth rates, presumably due to the local
initial conditions.  Figure 9 shows a section of a 32cm×32cm (1024x1024) simulation in
which the same spectral information was used to initialize the flow as used in the
16cm×16cm simulation depicted in Figure 8.  It can be seen that the left half of the image
is nearly identical to the 16cm×16cm simulation at t = 10 shown in Figure 8.  This is
expected because of the use of the same initial conditions.  What was not expected was to
see a fairly dramatic difference in the development in the mixing layer between the left
16cm and the right 16cm for the same set of initial conditions.  The difference is
attributed to the inability to convey all of the information from the spectral-based initial
conditions sets to a 32cm domain width.  By using an Offset variable in the definition of
the x, see Equation __, it is possible to translate the domain so that a separate section of
the spectral initial condition can be implemented.  There is an interest to try several sets
of initial conditions with the same spectral-based set to compare and contrast any
differences.

Figure 9.  Two dimensional simulation of Rayleigh-Taylor mixing layer using spectral-
based initial conditions shown at t = 10.  The simulation was run on ASCI Blue with a
grid size of 1024×1024 [16cm×16cm].

3.4   Three Dimensional Simulations

It has been noted in from observations made of the water channel experiment that
the initial perturbations of the fluid interface are primarily a two dimensional
perturbation.  For this reason, it is desirable to show that a three dimensional simulation
of an RT driven mixing layer will develop only the two dimensional perturbations during
the linear stage before becoming a fully three dimensional developed mixing layer at the
onset of self-similarity.

The three dimensional simulations run in this investigation are either of the size
(Lx×Ly×Lz) 16cm×8cm×16cm or 32cm×16cm×32cm.
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4.   Comparison of Experimental and Simulation Results

1. Growth rates, Re values, large scale qualitative results.
2. Statistical results, spectral, etc.
3. Mixing parameters, etc.

5.   Future Work

There is an interest in extending the comparison between the experimental and
simulation data to include the statistical quantities of dynamic values, such as kinetic
energy and enstrophy.  It is believed that more accurate comparison of the initial
conditions can be achieved by the comparison of early time kinetic energy and vorticity
production.

It is also of interest, for validation purposes, to compare the experimental data to
statistical data and mixing parameters extracted from ‘pseudo-DNS’ simulations of the
experiment.
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